Unbounded upper and lower solutions method for Sturm–Liouville boundary value problem on infinite intervals
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ABSTRACT

Unbounded upper and lower solutions theories are established for the Sturm–Liouville boundary value problem of a second order ordinary differential equation on infinite intervals. By using such techniques and the Schauder fixed point theorem, the existence of solutions as well as the positive ones is obtained. Nagumo conditions play an important role in the nonlinear term involved in the first-order derivatives.

1. Introduction

Boundary value problems (BVPs) on infinite intervals, arising from the study of radially symmetric solutions of the nonlinear elliptic equation [1,4], have received much attention in recent years. There have been many existence results for some boundary value problems of differential equations on the half line, see [1–4,6–9,12] and the references therein.

It is well known that the upper and lower solution method is a powerful tool to prove the existence of solutions to a differential equation subject to certain boundary value problem, see [2–6,10–12] and the reference therein. In many cases, the upper and lower solutions are defined on compact intervals, so they are bounded. When applying this method to discuss the infinite intervals problem, the solutions are limited to the bounded case. see [2,3,5,6,10,11].

In [3], Agarwal and O’Regan discussed the Sturm–Liouville boundary value problem of the second-order differential equation

\[
\begin{align*}
\frac{1}{p(t)} (p(t)y'(t))' &= q(t)f(t, y(t)), & t \in (0, +\infty), \\
-a_0 y(0) + b_0 \lim_{t \to 0^+} p(t)y'(t) &= c_0, \quad \text{or} \quad b_0 \lim_{t \to 0^+} p(t)y'(t) = 0, \\
y(t) \text{ bounded on } [0, +\infty), \quad \text{or} \quad \lim_{t \to +\infty} y(t) = 0,
\end{align*}
\]

where
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where \(a_0 > 0, b_0 > 0, C_0 > 0\). General existence criteria were obtained to guarantee the existence of bounded solutions. The methods used therein were based on diagonalization arguments and existence results of appropriate boundary value problems on finite intervals.

In [6], Elloe, Kauffmann and Tisdell studied the boundary value problem for the ordinary differential equation

\[
\begin{align*}
\dot{x}'(t) - a(t)x(t) + f(t, x(t)) &= 0, \quad t \in (0, +\infty), \\
x(0) &= x_0, \\
\dot{x}(t) &\text{ bounded on } [0, +\infty).
\end{align*}
\]

By employing the degree theory and upper and lower solutions on compact domains, the authors obtained the existence of at least triple solutions on the sequential arguments.

In [12], Yan, Agarwal and O'Regan established a upper and lower solution theory for the boundary value problem

\[
\begin{align*}
\dot{y}'(t) + \phi(t)f(t, y(t), y'(t)) &= 0, \quad t \in (0, +\infty), \\
\phi(y(0) - by'(0)) &= y_0 > 0, \\
\lim_{t \to +\infty} y(t) &= 0,
\end{align*}
\]

where \(a > 0, b > 0\). By using the upper and lower solutions method, the authors presented sufficient conditions for the existence of unbounded positive solutions.

We cannot but ask if or not we can establish the existence of unbounded upper and lower solutions for infinite intervals problems, especially with full boundary conditions.

Motivated by the papers mentioned above, in this paper, we aim to establish the general unbounded upper and lower solution theory. Consider the Sturm–Liouville boundary value problem of the second order differential equation on the half line

\[
\begin{align*}
\dot{u}'(t) + \phi(t)f(t, u(t), u'(t)) &= 0, \quad t \in (0, +\infty), \\
\phi(u(0) - au'(0)) &= B, \\
\dot{u}'(0) &= C,
\end{align*}
\tag{1}
\]

where \(\phi : (0, +\infty) \to (0, +\infty), f : [0, +\infty) \times \mathbb{R} \to \mathbb{R}\) are continuous, \(a > 0, B, C \in \mathbb{R}\). Here we note that under weaker conditions than those in [12], the existence of positive solutions are also discussed.

This paper is organized as follows. In Section 2, some definitions and lemmas are presented. We establish an upper and lower solution theory for BVP (1) in Section 3. Sufficient conditions are given for the existence of solutions and positive solutions. An explicit example is given to illustrate our main results in the last section.

2. Preliminaries

In this section, we present some definitions and lemmas which are essential in the proof of our main results.

**Definition 2.1.** A function \(\alpha \in C^1[0, +\infty) \cap C^2(0, +\infty)\) is called a lower solution of BVP (1) if

\[
\begin{align*}
\alpha''(t) + \phi(t)f(t, \alpha(t), \alpha'(t)) &\geq 0, \quad t \in (0, +\infty), \\
\alpha(0) - a\alpha'(0) &\leq B, \\
\alpha'(0) &< C.
\end{align*}
\tag{2}
\]

Similarly, a function \(\beta \in C^1[0, +\infty) \cap C^2(0, +\infty)\) is called an upper solution of BVP (1) if

\[
\begin{align*}
\beta''(t) + \phi(t)f(t, \beta(t), \beta'(t)) &\leq 0, \quad t \in (0, +\infty), \\
\beta(0) - a\beta'(0) &\geq B, \\
\beta'(0) &> C.
\end{align*}
\tag{3}
\]

**Definition 2.2.** Given a pair of functions \(\alpha, \beta \in C^1[0, +\infty)\) satisfying \(\alpha(t) \leq \beta(t), \ t \in [0, +\infty)\). A function \(f([0, +\infty) \times \mathbb{R}^2 \to \mathbb{R}\) is said to satisfy the Nagumo condition with respect to the pair of functions \(\alpha, \beta\), if there exists a nonnegative function \(\psi \in C([0, +\infty))\) and a positive one \(h \in C([0, +\infty))\) such that

\[
|f(t, x, y, z)| \leq \psi(t) h(|z|)
\]

for all \(0 \leq t < +\infty, \alpha(t) \leq x \leq \beta(t), y \in \mathbb{R}\) and

\[
\int_0^{+\infty} \psi(s) h(s) ds < +\infty, \quad \int_0^{+\infty} \frac{s}{h(s)} ds = +\infty.
\]

Consider the space \(X\) defined by

\[
X = \left\{ x \in C^1([0, +\infty)), \lim_{t \to +\infty} x(t) \text{ exist} \right\}.
\tag{4}
\]

with the norm \(\|x\| = \max\{\|x\|_1, \|x\|_\infty\}\), where \(\|x\|_1 = \sup_{t \in [0, +\infty)} \frac{|x(t)|}{1+t}\), \(\|x\|_\infty = \sup_{t \in [0, +\infty)} |x'(t)|\). By the standard arguments, we can prove that \((X, \| \cdot \|)\) is a Banach space.
Lemma 2.1. If $e \in L^1[0, +\infty)$, then the Sturm–Liouville BVP of the second order linear differential equation
\[
\begin{align*}
\begin{cases}
  u''(t) + e(t) = 0, & t \in (0, +\infty), \\
  u(0) - au'(0) = B, & u'(0) = C,
\end{cases}
\end{align*}
\] (5)
has a unique solution in $X$. Moreover this solution can be expressed as
\[
u(t) = aC + B + Ct + \int_0^{t+\infty} G(t, s)e(s)ds,
\]
where
\[
G(t, s) = \begin{cases} 
  a + s, & 0 \leq s \leq t < +\infty, \\
  a + t, & 0 \leq t < s < +\infty.
\end{cases}
\]
The proof is standard. So we omit it here.

**Theorem 2.2** ([12]). Let $M \subset X$, then $M$ is relatively compact if the following conditions hold:

(a) all functions from $M$ are uniformly bounded in $X$;
(b) the functions from $\{y : y = \frac{x}{x^2 + 1}, x \in M\}$ and $\{z : z(t) = x(t), x \in M\}$ are equicontinuous on any compact interval of $[0, +\infty)$;
(c) the functions from $\{y : y = \frac{x}{x^2 + 1}, x \in M\}$ and $\{z : z(t) = x'(t), x \in M\}$ are equiconvergent at infinity, that is, for any $\epsilon > 0$, there exists a $T = T(\epsilon) > 0$ such that
\[
|y(t) - y(+\infty)| < \epsilon, \quad |z(t) - z(+\infty)| < \epsilon,
\]
for all $t > T$, and $x \in M$.

3. Main results

In this section, we will present the existence criteria for the existence of solutions and positive ones of BVP (1). We first cite the conditions (H1) and (H2) here.

(H1):

(1) BVP (1) has a pair of upper and lower solutions $\beta, \alpha \in X$ with
\[\alpha(t) \leq \beta(t), \quad t \in [0, +\infty).\]

(2) $f \in C([0, +\infty) \times \mathbb{R}^2, \mathbb{R})$ satisfies the Nagumo condition with respect to $\alpha$ and $\beta$.

(H2): $\phi \in L^1[0, +\infty)$ and there exists $\alpha > 1$ such that
\[
\sup_{0 < t < +\infty} (1 + t)^{\alpha} \phi(t) \psi(t) < +\infty.
\]

**Remark 3.1.** Condition (H2) holds when we have (H1). And the function $\psi(t)$ is in the Nagumo condition.

**Theorem 3.1.** Suppose the conditions (H1) and (H2) hold. Then BVP (1) has at least one solution $u \in C^1[0, +\infty) \cap C^2(0, +\infty)$ such that
\[\alpha(t) \leq u(t) \leq \beta(t), \quad t \in [0, +\infty).\]

**Proof.** Let $\delta > 0$ and choose
\[\eta > \max \left\{ \sup_{t \in [0, +\infty)} \frac{\beta(t) - \alpha(0)}{t}, \sup_{t \in [\beta, +\infty)} \frac{\beta(0) - \alpha(t)}{t} \right\} \]
and $R > C$ such that
\[
\int_0^R \frac{s}{h(s)}ds \geq M \left( \sup_{t \in [0, +\infty)} \frac{\beta(t)}{(1 + t)^{\alpha}} - \inf_{t \in [0, +\infty)} \frac{\alpha(t)}{(1 + t)^{\alpha}} + \frac{\alpha}{\alpha - 1} \sup_{t \in [0, +\infty)} \frac{\beta(t)}{1 + t} \right),
\]
where $M = \sup_{0 < \epsilon < +\infty} (1 + t)^{\alpha} \phi(t) \psi(t)$.

Consider the boundary value problem
\[
\begin{align*}
\begin{cases}
  u''(t) + \phi(t)f''(t, u(t), u'(t)) = 0, & t \in (0, +\infty), \\
  u(0) - au'(0) = B, & u'(0) = C,
\end{cases}
\end{align*}
\] (7)
Lemma 2.1

where

\[
    f^*(t, x, y, z) = \begin{cases} 
        F_k(t, \alpha(t), y) + \frac{x - \alpha(t)}{1 + |x - \alpha(t)|}, & x < \alpha(t), \\
        F_k(t, x, y), & \alpha(t) \leq y \leq \beta(t), \\
        F_k(t, \beta(t), y) - \frac{x - \beta(t)}{1 + |x - \beta(t)|}, & x > \beta(t),
    \end{cases}
\]

and

\[
    f_k(t, x, y, z) = \begin{cases} 
        f(t, x, -R), & y < -R, \\
        f(t, x, y), & -R \leq y \leq R, \\
        f(t, x, R), & y > R.
    \end{cases}
\]

Step 1. BVP (7) has at least one solution \( u \).

To this end, define the operator \( T : X \rightarrow X \) by

\[
    (Tu)(t) = aC + B + Ct + \int_0^{+\infty} G(t, s) \phi(s)f^*(s, u(s), u'(s)) \, ds
\]

By Lemma 2.1, we can see that the fixed points of \( T \) coincide with the solutions of BVP (7). So it is enough to prove that \( T \) has at least one fixed point.

We claim that \( T : X \rightarrow X \) is completely continuous.

(1) \( T : X \rightarrow X \) is well defined. For any \( u \in X \), it holds

\[
    \int_0^{+\infty} \phi(s)f^*(s, u(s), u'(s)) \, ds \leq \int_0^{+\infty} \phi(s)(H_0\psi(s) + 1) \, ds < +\infty,
\]

where \( H_0 = \max_{0 \leq t \leq |t'|} h(s) \). By Lebesgue dominated convergent theorem, we have

\[
    \lim_{t \to +\infty} \left( \frac{Tu(t)}{1 + t} \right) = \lim_{t \to +\infty} \left( \frac{aC + B + Ct}{1 + t} + \int_0^{+\infty} \frac{G(t, s)}{1 + t} \phi(s)f^*(s, u(s), u'(s)) \, ds \right)
\]

\[
    = C + \int_0^{+\infty} \phi(s)f^*(s, u(s), u'(s)) \, ds < +\infty,
\]

\[
    \lim_{t \to +\infty} (Tu)'(t) = \lim_{t \to +\infty} \left( C + \int_0^{+\infty} \phi(s)f^*(s, u(s), u'(s)) \, ds \right)
\]

\[
    = C < +\infty,
\]

so \( Tu \in X \).

(2) \( T : X \rightarrow X \) is continuous. For any convergent sequence \( u_n \rightarrow u \) in \( X \), there exists \( r_1 > 0 \) such that \( \sup_{|u| < r_1} \|u_n\| \leq r_1 \), where \( u_0 = u \). Similarly, we have

\[
    \int_0^{+\infty} \phi(s)f^*(s, u_n(s), u'_n(s)) - f^*(s, u(s), u'(s)) \, ds \leq 2 \int_0^{+\infty} \phi(s)(H_1\psi(s) + 1) \, ds < +\infty,
\]

where \( H_1 = \max_{0 \leq t \leq |t'|} h(s) \). And then

\[
    \|Tu_n - Tu\| = \max \{ \|Tu_n - Tu\|_1, \|Tu_n - (Tu)'\|_\infty \}
\]

\[
    \leq \int_0^{+\infty} \max \left\{ \sup_{0 \leq t < +\infty} \left| \frac{G(t, s)}{1 + t} \right|, 1 \right\} \phi(s)f^*(s, u_n(s), u'_n(s)) - f^*(s, u(s), u'(s)) \, ds
\]

\[
    \leq \int_0^{+\infty} \phi(s)(H_1\psi(s) + 1) \, ds < +\infty,
\]

so \( T : X \rightarrow X \) is continuous.

(3) \( T : X \rightarrow X \) is compact. Let \( B \) be any bounded subset of \( X \), then there exists \( r > 0 \) such that for any \( u \in B \), it holds \( \|u\| \leq r \). Then \( \forall u \in B \), one has

\[
    \|Tu\| = \max \{ \|Tu\|_1, \|Tu\|_\infty \}
\]

\[
    \leq \int_0^{+\infty} \phi(s)\left| f^*(s, u(s), u'(s)) \right| \, ds
\]

\[
    \leq \int_0^{+\infty} \phi(s)(H_1\psi(s) + 1) \, ds < +\infty,
\]

so \( TB \) is uniformly bounded. Meanwhile, for any \( T > 0 \), if \( t_1, t_2 \in [0, T] \), we have

\[
    \left| \frac{Tu(t_1)}{1 + t_1} - \frac{Tu(t_2)}{1 + t_2} \right| = \left| \int_0^{+\infty} \left( \frac{G(t_1, s)}{1 + t_1} - \frac{G(t_2, s)}{1 + t_2} \right) \phi(s)f^*(s, u(s), u'(s)) \, ds \right|
\]

\[
    \leq \int_0^{+\infty} \phi(s)(H_2\psi(s) + 1) \, ds < +\infty,
\]

so \( TB \) is uniformly continuous.
Theorem 2.2

So we have

\[ T \]

Then we can obtain that

\[ TB \]

is equicontinuous. From Theorem 2.2, we can see that if \( TB \) is equiconvergent at infinity, then \( TB \) is relatively compact. In fact,

\[ (Tu)'(t_1) - (Tu)'(t_2) = \int_{t_1}^{t_2} \phi(s)f^*(s, u(s), u'(s)) \, ds \]

\[ \leq \int_{t_1}^{t_2} \phi(s) (H, \psi(s) + 1) \, ds = 0, \quad \text{as } t_1 \to t_2, \]

that is, \( TB \) is equicontinuous. From Theorem 2.2, we can see that if \( TB \) is equiconvergent at infinity, then \( TB \) is relatively compact. In fact,

\[ \left| \frac{Tu(t)}{1 + t} \right| - \lim_{t \to +\infty} \frac{Tu(t)}{1 + t} = \left| \frac{aC + B + Ct}{1 + t} - C + \int_0^{+\infty} \left( \frac{G(t, s)}{1 + t} - 1 \right) \phi(s)f^*(s, u(s), u'(s)) \, ds \right| \]

\[ \leq \left| \int_0^{+\infty} \phi(s) (H, \psi(s) + 1) \, ds \right| \to 0, \quad \text{as } t \to +\infty, \]

\[ (Tu)'(t) - C = \int_{t}^{+\infty} \phi(s)f^*(s, u(s), u'(s)) \, ds \]

\[ \leq \int_t^{+\infty} \phi(s) (H, \psi(s) + 1) \, ds \to 0, \quad \text{as } t \to +\infty, \]

Then we can obtain that \( T : X \to X \) is completely continuous.

By the Schauder fixed point theorem, we can easily obtain that \( T \) has at least one fixed point \( u \in X \).

Step 2. The function \( u \) satisfying \( \alpha(t) \leq u(t) \leq \beta(t), \ t \in [0, +\infty) \).

Otherwise, if \( u(t) \leq \beta(t), \ t \in [0, +\infty) \) does not hold, then,

\[ \sup_{\theta \in C} (u(t) - \beta(t)) > 0. \]

Because \( u'(0^+) - \beta'(0^+) < 0 \), so there are two cases.

Case 1. \( \lim_{t \to 0^+} (u(t) - \beta(t)) = \sup_{\theta \in C < +\infty} (u(t) - \beta(t)) > 0. \)

Easily, it holds \( u'(0^+) - \beta'(0^+) < 0 \). While by the boundary condition, we have

\[ u(0) - \beta(0) = (u'(0) - \beta'(0)) \leq 0, \]

which is a contradiction.

Case 2. There exists \( t^* \in (0, +\infty) \) such that

\[ u(t^*) - \beta(t^*) = \sup_{\theta \in C < +\infty} (u(t) - \beta(t)) > 0. \]

So we have \( u'(t^*) - \beta'(t^*) = 0, u''(t^*) - \beta''(t^*) < 0 \). Unfortunately,

\[ u''(t^*) - \beta''(t^*) \geq \phi(t^*) (f(t^*, \beta(t^*), \beta'(t^*)) - f(t^*, u(t^*), u'(t^*))) \]

\[ = \phi(t^*) \frac{u(t^*) - \beta(t^*)}{1 + |u(t^*) - \beta(t^*)|} > 0. \]

Which is also a contradiction.

Consequently, \( u(t) \leq \beta(t) \) holds for all \( t \in [0, +\infty) \). Similarly, we can show that \( \alpha(t) \leq u(t) \) for all \( t \in [0, +\infty) \).

Step 3. The function \( u \) is a solution of BVP (1).

In fact, we show that \( |u'(t)| \leq R, \ t \in [0, +\infty) \) from the following three cases.

Case 1. \( |u'(t)| > \eta, \ \forall t \in [0, +\infty) \).

Without loss of generality, we suppose \( u'(t) > \eta, \ t \in [0, +\infty) \) and \( \beta'(t) < \eta \). While for any \( T \geq \delta \),

\[ \frac{\beta(T) - \alpha(0)}{T} \geq \frac{u(T) - u(0)}{T} \geq \frac{1}{T} \int_0^T u'(s) \, ds > \eta > \frac{\beta(T) - \alpha(0)}{T}, \]

which is a contradiction. so there must exist \( t_0 \in [0, +\infty) \) such that \( |u'(t_0)| \leq \eta \).

Case 2. \( |u'(t)| < \eta, \ \forall t \in [0, +\infty) \).

Just take \( R = \eta \) in the beginning and we can complete the proof.

Case 3. There exists \( [t_1, t_2] \subset [0, +\infty) \) such that \( |u'(t_1)| = \eta, |u'(t)| > \eta, \ t \in (t_1, t_2) \) or \( |u'(t_2)| = \eta, |u'(t)| > \eta, \ t \in [t_1, t_2] \).
Without loss of generality, we suppose that \( u'(t_1) = \eta, u'(t) > \eta, t \in (t_1, t_2] \). Obviously,

\[
\int_{u'(t_1)}^{u'(t_2)} \frac{s}{h(s)} ds = \int_{t_1}^{t_2} \frac{u'(s)}{h(u'(s))} u''(s) ds \\
= \int_{t_1}^{t_2} -\phi(s)f(s, u(s), u'(s)) u''(s) \frac{ds}{h(u'(s))} \\
\leq \int_{t_1}^{t_2} u'(s) \phi(s) \psi(s) ds \leq M \int_{t_1}^{t_2} \frac{u'(s)}{(1 + s)^\alpha} ds \\
= M \left( \int_{t_1}^{t_2} \left( \frac{u(s)}{1 + s} \right)^\alpha ds + \int_{t_1}^{t_2} \frac{\alpha u(s)}{(1 + s)^{1 + \alpha}} ds \right) \\
\leq M \left( \sup_{s \in [0, +\infty]} \beta(t) (1 + s)^\alpha - \inf_{s \in [0, +\infty]} \alpha(t) (1 + s)^\alpha + \sup_{t \in [0, +\infty]} \frac{\beta(t)}{1 + t} \int_0^{+\infty} \frac{\alpha}{(1 + t)^\alpha} ds \right) \\
\leq \int_{\eta}^{R} \frac{s}{h(s)} ds,
\]

which concludes that \( u'(t_2) \leq R \). For \( t_1 \) and \( t_2 \) are arbitrary, we obtain that if \( u'(t) > \eta \), then \( u'(t) \leq R, t \in [0, +\infty) \).

Similarly, we can also obtain that if \( u'(t_1) = -\eta, u'(t) < -\eta, t \in (t_1, t_2] \), then \( u'(t) < -R, t \in [0, +\infty) \). So,

\[
u''(t) = -f^*(t, u(t), u'(t)) = -f(t, u(t), u'(t))
\]

that is, \( u \) is a solution of BVP (1). \( \square \)

If \( f : [0, +\infty)^4 \to [0, +\infty) \), we can establish a criteria for the existence of positive solutions.

**Theorem 3.2.** Let \( f : [0, +\infty)^3 \to [0, +\infty) \) be continuous and \( \phi \in L^1[0, +\infty) \). Suppose the following conditions hold.

(\( H_3 \)) BVP (1) has a pair of positive upper and lower solutions \( \beta, \alpha \in X \) satisfying

\[
\alpha(t) \leq \beta(t), \quad t \in [0, +\infty).
\]

(\( H_4 \)) For any \( r > 0 \), there exists \( \varphi_r \), such that for \( \alpha(t) \leq x \leq \beta(t), 0 \leq y \leq r \), we have

\[
f(t, x, y) \leq \varphi_r(t), \quad t \in [0, +\infty),
\]

and

\[
\int_0^{+\infty} \phi(s) \psi(s) ds < +\infty.
\]

Then BVP (1) with \( B, C > 0 \) has at least one solution such that

\[
\alpha(t) \leq u(t) \leq \beta(t), \quad t \in [0, +\infty).
\]

**Proof.** Choose \( R = \frac{1}{a} (B + \beta(0)) \) and consider the boundary value problem (7) except \( f_k \) substituting by

\[
f_k(t, x, y) = \begin{cases} 
  f(t, x, y), & y < 0, \\
  f(t, x, y), & 0 \leq y \leq R \\
  f(t, x, R), & y > R.
\end{cases}
\]

Similarly, we can obtain that (7) has at least one solution \( u \) satisfying \( \alpha(t) \leq u(t) \leq \beta(t), t \in [0, +\infty) \). Because

\[
u''(t) = -\phi(t)f^*(t, u(t), u'(t)) \leq 0
\]

and \( u'(+\infty) = C > 0 \), we have

\[
0 \leq u'(t) \leq u'(0) = \frac{1}{a} (B + u(0)) \leq R.
\]

Consequently, the solution \( u \) is a positive solution of (1). \( \square \)

**Remark 3.2.** The conditions in Theorem 3.3 are weaker than those of Theorem 3.1 presented in [12].
4. Example

In this section, we provide an explicit example to illustrate our main results. Consider the boundary value problem

\[
\begin{align*}
    x''(t) - e^{-\gamma t} \arctan(x'(t)) \left(2(t-x(t)) + (1-x'(t))^2\right) &= 0, \quad t \in (0, +\infty), \\
    x(0) &= 0, \quad x'(+\infty) = 0.
\end{align*}
\] (8)

**Conclusion:** BVP (8) has at least one solution.

**Proof.** Set

\[
\phi(t) = e^{-\gamma t}, \quad f(t, u, v) = \arctan v \left(2(t-u) + (1-v)^2\right).
\]

It is easy to prove that \(\alpha(t) = -t, \beta(t) = t\) are a pair of upper and lower solutions of (8). Moreover, \(\alpha, \beta \in X, \alpha(t) < \beta(t), \ t \in [0, +\infty).\)

Meanwhile, when \(0 \leq t < +\infty, -t \leq u \leq t, -1 \leq v \leq 1\), it holds

\[
\left|f(t, u, v)\right| = \left|\arctan v \left(2(t-u) + (1-v)^2\right)\right| \leq 4(1+t)|v|.
\]

If we choose \(h(s) = s, \ \psi(t) = 4(1+t), \) then

\[
\int_0^{+\infty} \frac{s}{h(s)} = \int_0^{+\infty} ds = +\infty,
\]

\[
\int_0^{+\infty} \phi(s)\psi(s) ds = 4 \int_0^{+\infty} e^{-\gamma s}(1+s)ds < +\infty.
\]

that is, \(f\) satisfies the Nagumo condition with respect to \(-t\) and \(t\). And for any fixed constant \(\alpha > 1,\)

\[
\sup_{0 \leq \epsilon < +\infty} (1+t)^{\alpha} \frac{\phi(t)\psi(t)}{\epsilon} = 4 \sup_{0 \leq \epsilon < +\infty} (1+t)^{\alpha} e^{-\gamma t} \leq 4 \max \left(\frac{\alpha + 1}{\gamma}, 1\right) < +\infty,
\]

So by **Theorem 3.1**, we have that (8) has at least one solution. \(\square\)
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